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Abstract: According to the generation methods of individual neural network and the methods of generating conclusions from 
integrated neural network, an effective neural network integration system can be constructed. An optimization method for neural 
network integration is proposed. In the generation of individuals in the network integration, a variety of genetic algorithms and 
particle swarm optimization algorithm are used to train individual networks, thus to improve the precision of network members 
and reduce the correlation among the network members; in the conclusion generation, weight of the individual neural network is 
dynamically determined. The simulation results show that the effectiveness and feasibility of the method in fault diagnosis. 
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1. INTRODUCTION 

 In recent years, with the development of artificial 
intelligence, expert system, neural network technology and 
knowledge discovery theory, intelligent condition monitoring 
and fault diagnosis technology has become a hot research in fault 
diagnosis. Neural network has been widely used in the fault 
diagnosis because of its self-learning, nonlinear pattern recognit-
ion, associative ability, fault tolerance and functional very strong 
approximation ability [1,2]. But it is a prominent problem to 
solve how to construct and train the optimized neural network, 
and to improve the generalization ability of neural network. 

 In 1990, Hansen and Salamon put forward neural network 
integration method innovatively [3], which showed that the 
training of multiple neural networks and their results could be 
merged and significantly improved the generalization ability of 
neural network system, which was considered to be a very 
effective engineering neural computing method. In recent years, 
many researchers have used neural network integration in fault 
diagnosis field, and achieved good results. However, in the 
process of neural network integration method, it still needs to 
carry out deep research in the theory and practice about how to 
combine the results of multiple neural networks, how to 
generate individual networks in the integration network and 
how to effectively use the finite samples. 
2. THE STATUS QUO OF NEURAL NETWORK 
INTEGRATION METHOD IN FAULT DIAGNOSIS 

2.1. The Method Based on Traditional Neural Network 
Integration 

 Hongzhi Zang, et al. [4] studied the neural network 
integration using radial basis functions, which has been  
 

successfully applied in transformer fault diagnosis. Qihua 
Xu, et al. [5] proposed a kind of neural network integration 
fault diagnosis method based on AdaBoost. Caili Song [6] 
constructed a neural network integration with 3 levels which 
were connected in series through the establishment of 
information distribution networks, sub neural network and 
decision information fusion network, and improved the 
equipment fault diagnosis. M.A. El-Gamal, et al. [7] applied 
the neural network integration to fault diagnosis of analog 
circuits. Di Xiao, et al. [8] also had good performance for 
fault diagnosis using the rough radial basis function 
integration. Tianyu Liu, et al. [9] introduced the selective 
integration learning technique, and used the clustering 
algorithm for the selective neural network integration 
learning technique. 

 The traditional neural network integration method means 
that individual neural networks will be fixed if they are 
selected, and they will be permanently out of neural network 
integration if they are not selected, which will result in 
losing a lot of useful information. Some neural network 
removed will get even better test effect than the selected 
individual network for some test samples. If these networks 
are removed ahead of time, the loss is not only a lot of useful 
information, but also the cost of training these neural 
networks. In addition, the analysis of test samples is a very 
important work, and each sample has its own characteristics, 
while the selectivity of the traditional integration method 
only has partial meaning, it cannot be moved after once 
chosen, and then a set of network integration are used for 
any test sample, which will cause a great loss of useful 
information. 

2.2. The Method Based on Kernel Fuzzy C-means 
Clustering 

 The idea of Kernel fuzzy c-means clustering (KFCM) 
[10] algorithm is that the use of nonlinear mapping Φ  (*) is 
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used to transfer the input pattern vector space into a high 
dimensional feature space, and then the fuzzy C- means 
algorithm is used in the feature space to do fuzzy cluster 
analysis for the transformed feature vector Φ (xi). The 
KFCM integration technique extended fuzzy C- means 
algorithm in the feature space using the kernel method, did 
fuzzy clustering analysis for the transformed feature vector, 
which makes the similarity within groups be maximum and 
makes that between groups be minimum, and then to find the 
inherent characteristics of the object. 

 Baohai Huang, et al. [11] researched on the fault feature 
extraction based on Kernel Principal Component Analysis 
(KPCA), and proposed a neural network integration method 
based on KPCA-KFCM, which solved the selection problem 
of fault feature value and individual network in neural 
network integration, and was successfully applied in fault 
diagnosis of steam turbine. KPCA-KFCM integration 
method firstly uses Gauss function to calculate the 
eigenvalue and the eigenvector, then use kernel fuzzy c-
means clustering algorithm to classify multiple BP 
individual neural networks which are independently trained 
on the training sample set, and finally calculated the 
generalization error of all the individuals in each category on 
the validation set, and set the BP neural network with 
minimum average generalization error as a representative of 
this kind of neural network to do generation, which ensure 
the accuracy and the difference of individual networks. 

2.3. The Method Based on Dynamic Selectivity 
 The method independently trains multiple BP neural 
networks by the training sample set; then calculates the 
generalization error of each neural network in each sample of 
the validation set, and constitutes the performance matrix; 
next searches the sample closest to the test sample from the 
validation sample set, predicts the generalization error of the 
corresponding test samples according to the generalization 
error of different neural networks for these samples, and 
constitutes the performance matrix using the generalization 
error prediction information of various neural network for 
each test sample; finally, dynamically selects the individual 
neural network the generalization error of which is not larger 
than certain threshold for each test sample, the final output is 
obtained by the majority voting method. Thus the neural 
network integration for some sample can be dynamically 
selected according to the different test samples, using 
multiple neural networks at any time. 

3. THE OPTIMIZED NEURAL NETWORK 
INTEGRATION METHOD 

 In these two methods, kernel fuzzy c-means clustering 
integration and dynamic selectivity integration, the single BP 
neural network is used. To further improve the integration 
difference and more efficiently integrate the conclusion of 
individual networks, an optimized neural network integration 
method is proposed in this paper. 

3.1. Training the Members 

 Considering two aspects, improving the precision of 
network members in neural network integration and reducing 

the degree of correlation among the network members, two 
kinds of adaptive genetic algorithms (AGA) [12], two kinds 
of chaos genetic algorithms (CGA) [13], fuzzy genetic 
algorithm (FGA) [14], immune genetic algorithm (IGA) [15] 
and simulated annealing genetic algorithm (SAGA) [16] 
used to train 7 network members, and training samples of 
each network member were selected by random method. At 
the same time, the particle swarm optimization algorithm (c-
PSOA) [17] was used to train the eighth network members, 
and the training samples of the eighth network members 
were the misclassified samples in the front seven network 
members. 

 The specific process of c-PSOA algorithm to train 
network members is as follows: 

(1) To initialize the certain neural network structure, that 
is, to determine the neuron number in the input layer, 
the hidden layer and the output layer, and the layer 
number of hidden layer; 

(2) To randomly initialize the position and velocity of 
each particle in the standard particle swarm, and each 
particle individual in the differential evolution 
particle swarm, which is represented by a M 
dimensional vector including M parameters need be 
optimized by neural network; 

(3) Every vector is mapped as a set of parameters of the 
network to construct the network; and the training 
samples are input to train the network to evaluate 
each individual and calculate the fitness value; 

(4) To evaluate the initial fitness value of each particle in 
the standard particle swarm, to save the historical best 
position of the initial individual and the 
corresponding fitness value, and to save the historical 
best position of the initial group and the 
corresponding fitness value; 

(5) To evaluate the fitness value of each particle 
individual in the differential evolution particle swarm, 
and the best fitness value and the best individual are 
calculated; 

(6) To calculate the new speed of the particle in the 
standard particle swarm, and to do the limiting 
process for the velocity of each particle. To calculate 
the new position of each particle; 

(7) To update the individual historical best position of 
each particle in the standard particle swarm and the 
corresponding best fitness value, and that of the 
whole swarm and the corresponding fitness value; 

(8) To do evolutionary computation for differential 
evolution particle swarm; 

(9) To calculate the fitness change rate of the standard 
PSO particle swarm, and to determine whether it is 
lower than the set threshold, if less, then go to step 
(10), otherwise go back to step (6) to continue the 
search; 

(10) To rank the two subgroups of particles by the fitness 
values, and to exchange the front good 0.382N 
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individuals in the differential evolution particle 
subgroup in the fitness value before with the back 
poor 0.382N individuals in the standard particle 
subgroup; 

(11) If the best fitness function value is less than the given 
threshold, the search stops, the optimized neural 
network is output; otherwise return to step (6) to (9) 
to continue searching. If the fitness function value 
less than a given threshold is not obtained through the 
maximum iteration number, return to step (1) to 
change the structure of neural network, that is, 
increase the number of the hidden layer neurons, and 
then the changed neural network is optimized through 
step (2) to (11). 

3.2. Determining the Weight 

 To make a conclusion using the method that dynamically 
determines the weight of integration individual neural 
network. The procedure identifying the dynamic weight of 
the individual neural network is as follows: 

(1) According to the learning results of N training 
samples for all the M individual network members, 
for every network member, each sample is set a 
reliability function fmn (m=1, 2, ..., M; n=1, 2, ..., N), 
the interval of which is [0,1]. The reliability function 
fmn shows that the error characteristic of the nth 
sample Pn after the mth network member learning, the 
smaller the error is, the larger the reliability function 
fmn. 

 fmn = sat(x) =
1 x >1
x 0 ≤ x ≤1
0 x < 0

⎧
⎨
⎪

⎩⎪
 (1) 

 x = 1−θ(Tn −Tnm )
2  (2) 

 where, Tn  means the ideal output of network member 
corresponded with the nth sample Pn; Tnm  represents 

the actual output of the nth sample Pn by the mth 
network member learning; θ  is an adjustable positive 
constant, usually taken as 1. 

(2) For a new set of the ith data to be detected PN+i, the 
distances Din between PN+I and all the N samples 
(Euclidean norm) are calculated, to find the training 
samples PL corresponded with the minimum value DiL 

= minimum (Di1，Di2，…，DiN), then the dynamic 
weight of the ith data to be detected PN+i for M 
individual network members is ωmi = fmL (m=1, 2, …, 
M). 

 Thus, the neural network integration output yi of the M 
individual network members for the ith data to be detected 
PN+i is calculated as: 

yi = ωmiymi
m=1

M

∑ ωmi
m=1

M

∑  (3) 

where, ymi is the diagnostic output of the mth of individual 
network member for the ith data to be detected PN+i. 

3.3. The Simulation Experiment 

 Six kinds of faults were simulated in the rotor test rig, 
including rotor imbalance, rub, rotor crack, deviation, 
bearing loose and oil film breakdown. The fault features 
were the various frequency components, including (0.1-
0.39)f1, (0.40-0.49)f1, 0.5f1, (0.51-0.99)f1, 1f1, 2f1, (3-5)f1, 
(5-)f1, where f1 is the basic frequency. In the experiment, 98 
fault feature data were used, each individual neural network 
randomly selected 60 samples from 80 samples, and the 
remaining 18 samples were used to evaluate the effect of the 
neural network integration 

 According to the optimized integration method, the 
training and test results of steam turbine fault samples are 
shown in Table 1, where AGA1-INN, AGA2-INN, CGA1-
INN, CGA2-INN, FGA-INN, IGA-INN, SAGA-INN, 
PSOA-INN respectively represent 8 individual network 
member through 8 neural network training algorithms; 

Table 1. Results of fault diagnosis of turbo-generator using neural network integration. 
 

Method Mean Square Error  
of Sample Training 

Misclassification Number when Threshold is 0.5 Misclassification Number when Threshold is 0.3 

Train Sample Test Sample Train Sample Test Sample 

AGA1-INN 0.0195 0 0 8 2 

AGA2-INN 0.016 2 0 10 2 

CGA1-INN 0.0187 2 1 3 1 

CGA2-INN 0.0162 0 0 2 1 

FGA-INN 0.0155 2 1 5 1 

IGA-INN 0.0159 3 1 4 1 

SAGA-INN 0.0136 0 0 6 2 

PSOA-INN 0.0036 0 0 0 0 

Integration A-INN — 0 0 2 1 

Integration B-INN — 0 0 1 0 

Integration C-INN — 0 0 0 0 
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Integration A-INN means the simple average weighted 
integrated network output, that is, the output of each network 
member is integrated in the same weight; Integration B-INN 
represents the average integrated weighted network output 
based on the training error, that is, the output of each 
network member is integrated according to the sum of the 
mean square error of the network to all the training sample; 
Integration C-INN is the network output based on the 
dynamic weighted average integration. "Mean square error 
of sample training" represents the sum of the overall error 
square after the network training. From Table 1, for the 
training samples or test samples, the threshold is 0.5 or 0.3, 
the proposed method has the completely correct fault 
classification. 

CONCLUSION AND FUTURE WORKS 

 The neural network integration based on particle swarm 
optimization algorithm has strong global search ability, 
which can improve the effectiveness and efficiency of the 
integration, provides an effective method for fault diagnosis 
of the steam turbine, and is worth being a further study. Petri 
net theory is based on the network theory, algebraic theory 
etc., and can systematically analyze and describe the 
structure, function and process of the fault diagnosis system 
using the graphic language, is an important tool of modeling 
and analysis of asynchronous concurrent diagnosis system. 
The combination of neural network and Petri net is yet 
another important research direction of neural network 
integration method and its practical application in the fault 
diagnosis is worthy of further study. 
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